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A B S T R A C T

A dynamic CFD model with conjugate heat transfer that considers particle sticking and erosion is developed
and used for predicting the effect of multiple operation conditions on ash deposition for a model biomass
fly ash species (K2Si4O9) in a lab-scale entrained flow reactor. In order to achieve stable dynamic mesh
morphing, a globally mass-conserving smooth method is proposed using a multiple-point weighted moving
average algorithm and a growth scaling factor. A new method to estimate particle count for Lagrangian particle
tracking is also proposed, which is based on particle impaction efficiency and face count of the mesh of
deposition tube. Particle sticking is predicted based on the two-body collision method and particle erosion
is evaluated using the empirical model that is dependent on temperature, particle diameter and velocity,
and impaction angle. The proposed smoothing method incorporated with the particle count estimated can
accomplish stable dynamic mesh morphing for all the 37 deposition cases without the need to loop the
smoothing process and sub-group/averaging the growth rate. The prediction results using the proposed ash
deposition model agree reasonably with the experimental observation of the effects of flue gas temperature,
tube surface temperature, flue gas velocity, fly ash flux and deposition time on deposit formation rate. 𝑅2 of the
predicted and measured deposit formation rates is approximately 0.68. The results also show that the predicted
erosion rate essentially correlates negatively with the experimental deposit formation rate. Interestingly, coarse
particles are numerically seen to reduce the deposition rate caused by smaller particles via erosion.
1. Introduction

Biomass combustion is regarded as a promising technology to min-
imize CO2 emissions in power generations. By integrating with low
carbon technologies (oxy-fuel and chemical looping) and carbon cap-
ture technologies, there is a potential to achieve net negative CO2
emissions for biomass combustion [1]. In 2020, China announced to
fulfil the target of carbon neutrality in the year 2060. Nowadays, nearly
70% of the energy-related CO2 emissions are from coal in China [2].
Therefore, biomass utilization could be an effective way to reduce
coal consumption and carbon emission in China. However, due to the
inorganic content in biomass (potassium, chlorine, etc.) [3,4], biomass
combustion systems often confront with ash related issues, including
slagging, fouling and corrosion. These problems cannot only reduce
the thermal efficiency of a boiler, but also lower boiler availability.
Therefore, being able to understand and predict ash deposit formation
are important for the design and operation of biomass combustion
systems.

∗ Corresponding author.
E-mail address: xin.yang@eng.ox.ac.uk (X. Yang).

CFD methods have been widely used for predicting ash deposi-
tion behaviours in biomass combustion (for understanding sticking
behaviours of coarse molten alkali-rich fly ashes [5], for fine and coarse
particle deposition in straw-fired boilers through empirical correlated
inertial impaction, thermophoresis and turbulent impaction [6], for KCl
evaporation/condensation and fine particle deposition in small scale
biomass boilers [7,8]). Ash deposition on a heat exchanger tube is a
dynamic process. Deposit formation affects dynamically the flowfield
near the tube, which can result in the change of the contribution of par-
ticle deposition mechanisms and particle net sticking behaviours [9].
Up to now, only a limited number of studies have investigated ash de-
position through a CFD simulation using dynamic mesh morphing and
incorporating the influence of heat transfer to the tube. García Pérez
et al. [10] modelled the fouling growth of fume ash particles on 2D
tube banks of kraft recovery boiler using dynamic meshes. A multiple
iterative growth smoothing method, which is based on a multiple-point
weighted moving average algorithm, was proposed in order to resolve
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Nomenclature

𝐴𝑎𝑟𝑟𝑖𝑣𝑎𝑙 mass flux of the arrival ash particles at
deposition surface (kg m−2 s−1)

𝐴𝑖𝑛𝑙𝑒𝑡 ash mass flux (kg m−2 s−1)
𝐴𝑛 growth area of a face grid (m2)
𝐴𝑡 total growth area (m2)
𝐷𝑝 particle diameter (m)
𝐸 Young’s modulus (Pa)
𝐸𝑥⋆𝐸 excess energy (–)
⃖⃖⃖⃗𝑓𝑛 normal direction vector of a face grid (–)
𝐹𝑠𝑐𝑎𝑙𝑒 growth scaling factor (–)
K heat conductivity (W m−1 K−1)
𝐼𝐸𝑓 particle impaction efficiency on a face grid

(–)
𝐼𝐸𝑡 mean particle impaction efficiency on the

deposition surface (–)
𝑀𝐴𝐷 mean absolute difference (–)
𝑁𝑝 particle count (–)
𝑅𝑑𝑒𝑝 ash deposition rate (kg m−2 s−1)
⃖⃖⃗𝑟𝑛 node coordinate vector (–)
𝐻 and 𝐻𝑐𝑟 deposit heigh and critical deposit height

(m)
𝑇 temperature (K)
𝑉𝑔 flue gas velocity (m s−1)
𝑉𝐼 particle impaction velocity magnitude

(m s−1)
𝑉𝑐𝑟 critical normal impaction velocity (m s−1)
𝛿𝑓 thickness growth on a face grid (m)
𝛿𝑛𝑜𝑑𝑒 thickness growth on a node grid (m)
𝜂𝑑𝑒𝑝 deposition efficiency (–)
𝜂𝑒 erosion efficiency (–)
𝜂𝑠 sticking efficiency (–)
𝜃𝑐𝑟 critical particle impaction angle (◦)
𝜃𝐼 particle impaction angle (◦)
𝜌𝑝 particle density (kg m−3)
𝜙 deposit porosity (–)

Subscript

𝑔 gas
𝑝 particle
𝑠𝑢𝑟𝑓 deposit surface
𝑡 tube surface

the issue of mesh instabilities and model crashes. It was observed that
the sub-micron particles of 0.7 μm showed a uniform deposition by
thermophoresis while the particles of 3.62 μm showed a more irregular
deposition. Tang et al. [11] investigated the effect of geometry and
arrangement of heat exchanger tube bundles on the fouling of fly ash
particles. A multiple mean cycle method was developed in order to
resolve the mesh issue similar to that of García Pérez et al. [10]. It was
seen that the staggered elliptical tube bundle can reduce both fouling
and heat transfer abatement comparing with the aligned circular tube
bundle [11]. The numerical results of Mu et al. [12] using a dynamic
ash deposition model also suggest an optimal shape and arrangement
of tube bundles for reducing ash deposition. Zheng et al. [13] studied
the ash deposit growth on a single heat exchanger tube in a pilot-
scale furnace using dynamic mesh morphing. In order to achieve stable
dynamic mesh morphing, the authors divided the grid faces of deposit
surface into sub-groups with an assumption of uniform growth in each
group and then redistributed the growth of each face group using a
2

weighting factor. A similar smoothing strategy was used in the dynamic
ash deposition model by Zhou et al. [14].

In addition to the development of dynamic mesh morphing tech-
niques for ash deposition model, a few studies investigated the effect
of particle removal/erosion behaviour on overall ash deposit formation.
Strandström et al. [15] developed the first velocity-dependent particle
erosion model for ash deposition in an entrained flow reactor. The
erosion model was evaluated by comparing particle impact energy and
work of adhesion of deposit. It was observed that sand particles were
able to clean deposits. Liu et al. [16] modelled the ash deposition of
a high-alkali coal in a large-scale furnace. A particle erosion model,
which was based on evaluating the ratio of particle excess energy to sur-
face energy of deposit, was proposed. It was seen that the predicted ash
deposit mass with particle erosion was much closer to the experimental
data than that without particle erosion. A similar particle erosion model
was recently proposed by Zhou et al. [17] to model ash deposition in
a pilot-scale furnace. In addition to these energy-based particle erosion
models, a moment-based particle erosion model was used in the ash
deposition models by Tang et al. [11] and Zheng et al. [18]. It was
observed that the deposit mass reduced by 24% with the flue gas
velocity of 1.93 m/s in a lab-scale entrained flow reactor and therefore
the authors suggested to consider particle removal/erosion behaviour
in order to better predict ash deposition [18].

These ash deposition models have improved the understanding
and prediction of ash deposition. However, the deposit growth after
smoothing may not be mass-conservative. In these dynamic ash de-
position models, it is also unclear how to determine particle count
which is a significant factor in dictating the independence of particle
tracking solution and affecting dynamic mesh morphing. Furthermore,
there is limited CFD-based ash deposition modelling work that has
been compared against tests covering multiple operation conditions si-
multaneously (temperature, velocity, deposition time, etc.). Therefore,
this study aims to develop (i) a mass-conserving smooth method using
particle count which is dependent on mesh size and particle impaction
efficiency and (ii) a dynamic ash deposition model with conjugate heat
transfer that can predict the effects of multiple operation conditions.
In a conjugate simulation, the solid zone, which is composed of tube
metal and deposit layer, is meshed and the energy equation is solver on
both solid and fluid meshes. This improves the prediction performance
of thermal impact of deposition. The ash deposition experiments of a
model biomass ash species (K2Si4O9) in a lab-scale entrained flow reac-
tor carried out by Laxminarayan et al. [19] are used. The effects of flue
gas temperature (𝑇𝑔), flue gas velocity (𝑉𝑔), tube surface temperature
(𝑇𝑡), deposition time and ash flux (𝐹𝑝𝑎𝑟) on deposit formation rate were
studied in the experiments. The two-body collision method described
by van Beek [20] is employed to predict particle sticking/rebound
behaviour. The empirical particle erosion model recently proposed
by Libertowski et al. [21], which is based on the erosion tests by
injecting non-sticky dust particle onto a deposited surface, is employed.
In order to take into account the effect of temperature on ash deposi-
tion, Young’s modulus is assumed to be temperature dependent in the
particle sticking model and the empirical erosion model is extended via
adding terms of deposit surface temperature and particle temperature.

2. Source of experimental data

Ash deposition experiments were conducted in a lab-scale entrained
flow reactor (EFR). The purpose of the experiments was to improve
the understanding of biomass fly ash deposition, as well as providing a
database for the validation of ash deposition models under well defined
conditions. The EFR setup consisted of a gas supply system, a screw
feeder, a gas preheater, a electrically heated furnace with an inner
diameter of 80 mm and a length of 2 m, and a bottom chamber with
a deposition probe system [19]. The schematic diagram of the EFR
setup is shown in Appendix A. Ash particles were fed into the furnace
together with primary air, as well as preheated secondary air. K Si O
2 4 9
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a

particles were used as the model biomass fly ash species. This is because
fly ashes and deposits of biomass, especially herbaceous biomass, con-
tain significant quantities of amorphous silicates, characterized by their
viscoelastic behaviour [19,22–24]. Compared with studies dealing with
ash deposition in combustion systems [25,26], using K2Si4O9 particles
gets rid of the need to simulate combustion and fly ash formation.
This decreases the complexity and numerical uncertainty in a CFD-
based ash deposition model [27]. After travelling through the furnace,
the gas and particles entered the bottom chamber where the cooled
stainless steel ash deposition probe was placed. The probe, which was
mounted on a retractable annular air cooling probe, has an outer
diameter of 10 mm and a thickness of 1 mm. The dimension is much
smaller than that of a real superheater tube in order to better match
particle Stokes number of the lab-scale reactor with that in boilers.
The temperature, which was measured between the inner surface of the
steel tube and the outer surface of the cooling tube, is assumed to be the
inner surface temperature of the steel tube (referred to as tube surface
temperature). The temperature was electronically controlled during ash
deposition tests. The flue gas temperature was measured at the bottom
chamber using a suction pyrometer. The deposit formation rate was
characterized by the ratio of the deposit mass to the particle feeding
time (referred to as deposition time) and the outer surface area of the
steel probe exposed to flue gas [22].

Multiple operation conditions were tested at varied flue gas temper-
ature ranged from 589 to 968 ◦C, tube surface temperature ranged from
300 to 550 ◦C, gas velocity ranged from 0.7 to 3.5 m/s, deposition time
ranged from 7.5 min to 60 min, and fly ash flux ranged from 1×104 to
4×104 g∕(m2 h), as shown in Appendix B. The flow Reynolds number
based on the inner diameter of the reactor and the outer diameter of
the steel probe, 𝑅𝑒𝑟 and 𝑅𝑒𝑝, are in the ranges from 4.4×102 to 1.87×103
and 55 to 2.34×102, respectively. The ash particle 𝐷𝑣10, 𝐷𝑣50 and 𝐷𝑣90
are 7.31, 62.3 and 272 μm, which were from dry particle size mea-
surement using a Malvern Mastersizer 3000, as shown in Appendix C.
The measured size distribution is used in modelling the ash deposit
formation [25]. Fume particle size (i.e., submicron size) is not used in
order to reduce the complexity of ash deposition mechanisms and focus
on inertial impaction, as well as thermophoresis. The experimental
uncertainty was characterized by the relative standard error of 4%
based on 5 repetitions of the baseline experiments.

3. Mathematical models

3.1. Ash deposition model

Ash deposition model describes the models used to predict ash depo-
sition rate and its interaction with the thermal condition at the deposit
layer formed on the steel tube. To achieve this, several submodels have
been developed and applied in the CFD framework. In this section, the
sticking model of the particles and the deposition surface is introduced,
followed by a description on the particle erosion model, as well as the
heat conduction in the deposit layer.

As mentioned in the section of Introduction, both particle sticking
and erosion are taken into account in the deposit formation. Therefore,
ash deposition rate on a grid face of the tube, 𝑅𝑑𝑒𝑝, may be predicted
by:

𝑅𝑑𝑒𝑝 = max(𝐴𝑎𝑟𝑟𝑖𝑣𝑎𝑙𝜂𝑠 − 𝐴𝑎𝑟𝑟𝑖𝑣𝑎𝑙(1 − 𝜂𝑠)𝜂𝑒, 0) (1)

where 𝐴𝑎𝑟𝑟𝑖𝑣𝑎𝑙 is the mass flux of the arrival ash particles at deposition
surface predicted from particle tracking using the discrete phase model
(DPM) in Ansys Fluent; 𝜂𝑠 is the sticking efficiency; 𝜂𝑒 is the erosion
efficiency. In this study, inertial impaction and thermophoretic force
are assumed to be the main mechanisms of particle transportation.
Condensation is not considered for the K2Si4O9 particles. Turbulent dis-
persion of particles is neglected due to the low flow Reynolds number
of the lab-scale reactor (𝑅𝑒𝑟 in the range from 4.4×102 to 1.87×103).
3

For a full-scale boiler, the turbulent dispersion needs to be considered p
using either the random walk model [28] or large eddy simulation [29].
The probe Reynolds number, 𝑅𝑒𝑝, which ranges from 55 to 2.34×102, is
above the critical value, 48, to trigger unsteady vortex shedding [30].
The unsteady flow behaviour may lead to ash deposition of fine parti-
cles at the leeward section of deposition tubes [10]. However, due to
that the particles (𝐷𝑣50=62.3 μm) are relatively coarse, vortex shedding
is neglected in this study. This assumption is validated against the
experimental observation that there was no deposit formation at the
leeward section of the deposition probe.

3.1.1. Sticking
Particle sticking and rebounding behaviours are dictated by particle

chemistry, particle physical properties, and deposit surface properties.
Due to that the flue gas temperature investigated covers temperatures
below hemispherical temperature of K2Si4O9 (852 ◦C [31]), the ap-
proach of two body collision by van Beek [20] is used to predict the
sticking efficiency and particle rebound velocities. This approach has
been used by other researchers to model ash deposition at furnace
temperatures below ash fusion temperature [10,11,18]. In order to
extend the approach for the conditions of varied flue gas temperatures,
the Natural logarithm of Young’s modulus (𝐸) of K2Si4O9 particles
and deposit surface is assumed to be linearly correlated with tempera-
ture. This assumption is similar to the assumption implemented by Ai
et al. [32]:

𝐸 = 𝐴0𝑒
(𝐵0𝑇 ) (2)

where 𝐴0 and 𝐵0 are the coefficients of the correlation, = 9.74 × 1010

and −1.155 × 10−2 respectively, which are derived from fitting the
training data of the ash deposition tests. 8 sets of test data, which
cover the baseline test (Test No. 4) and the other 7 tests at the upper
and lower bounds of each operation conditions, are selected as the
training data.1 Correspondingly, the training data accounts for 22%
of all the test data. 𝑇 is the temperature of impact particles and
deposit surfaces. The process to implement the two body collision
model mainly includes: (i) determining the critical particle impaction
angle, 𝜃𝑐𝑟, which is the highest angle that an impact particle is possible
to stick [33]; (ii) determining whether the impact contains elastic
deformation alone or contains both elastic and plastic deformation
based on the critical normal impaction velocity, 𝑉𝑐𝑟; (iii) analysing the
excess energy (𝐸𝑥⋆𝐸) based on the energy conservation analysis during
particle impaction; and (iv) predicting the sticking efficiency (𝜂𝑠) and
particle rebound velocities (𝑉𝑟𝑛 and 𝑉𝑟𝑡). If particle impaction angle2

(𝜃𝐼 ) < 𝜃𝑐𝑟 and 𝐸𝑥⋆𝐸 ≤ 0, particle will stick (𝜂𝑠 = 1), otherwise particle
will rebound. The detailed equations to implement the model can be
found in Appendix C. Here, the method related to the initial deposit
surface condition is introduced. At the initial stage of ash deposition,
the steel surface may be only partially covered with deposits. Therefore,
particles may impact on a deposition surface or a clean steel surface.
This indicates that a method to distinguish between these two scenarios
should be added. The critical minimal thickness (𝐻𝑐𝑟) of a local tube
surface being fully covered with deposits may be related to that when
the surface is fully covered by a layer of single particles. Therefore, it
maybe assumed that: (i) 𝐻𝑐𝑟 equals to the mean particle size; (ii) If a
local thickness, 𝐻 , is below 𝐻𝑐𝑟, the probability of particles to impact
on the deposited part of a local deposit surface, 𝑃𝑑𝑒𝑝, equals to the ratio
of 𝐻 to 𝐻𝑐𝑟; (iii) If 𝐻 is higher than 𝐻𝑐𝑟, particles impact on a fully
deposited local surface:

𝑃𝑑𝑒𝑝 =

{ 𝐻
𝐻𝑐𝑟

𝐻 < 𝐻𝑐𝑟

1 𝐻 ≥ 𝐻𝑐𝑟
(3)

1 Note: The tests used as the training data are marked in the table presented
t Appendix B.

2 Note: Particle impaction angle equals to arctan operation of the ratio of
article tangential velocity to particle normal velocity.
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𝜂𝑠 = 𝑃𝑑𝑒𝑝𝜂𝑠,𝑑𝑒𝑝 + (1 − 𝑃𝑑𝑒𝑝)𝜂𝑠,𝑠𝑡𝑒𝑒𝑙 (4)

here 𝜂𝑠,𝑑𝑒𝑝 and 𝜂𝑠,𝑠𝑡𝑒𝑒𝑙 are the sticking efficiency evaluated using the
ffective Young’s modulus (𝐸⋆) based on the Young’s modulus of local
ube surface (𝐸𝑠𝑢𝑟𝑓 ) of deposit and steel respectively.

.1.2. Erosion
Ash deposition may be removed from the surface by the erosion of

mpinging ash particles. Recently, Libertowski et al. [21] experimen-
ally studied the erosion behaviour of dust ash particles on a deposited
urface. It was observed that the erosion rate increased with particle
iameter and velocity and decreased with increasing temperature. They
roposed an empirical erosion model, which is a function of particle di-
meter (𝐷𝑝), velocity (𝑉𝐼 ) and impaction angle (𝜃𝐼 ). The erosion model
as implemented in their CFD models and the prediction results in the
eposition profile after erosion matched well with the experimental
bservation. Therefore, in this study, the empirical erosion model by
ibertowski et al. [21] is employed. It is assumed that erosion rate
educes with the increase in deposit surface temperature (𝑇𝑠𝑢𝑟𝑓 ) and
article temperature (𝑇𝑝). This is because that: (i) the sintering degree
f deposit increases with the temperature and (ii) particles with higher
emperature may be less hard to erode the deposition. Therefore, the
xtended empirical erosion model may be expressed by:

𝑒 = 𝐶0 sin
2
(𝜋
2
− 𝜃𝐼

)

(

𝑉𝐼

𝑉𝑟𝑒𝑓

)𝐷0
( 𝐷𝑝

𝐷𝑟𝑒𝑓

)1.2 (

1 +
𝑇𝑟𝑒𝑓 ,1
𝑇𝑠𝑢𝑟𝑓

)𝐸0 (

1 +
𝑇𝑟𝑒𝑓 ,2
𝑇𝑝

)𝐹0

(5)

here 𝐶0, 𝐷0, 𝐸0 and 𝐹0 are the coefficients of the correlation, =
.21×10−7, 0.5, 3.84 and 4 respectively, which are derived from fitting
f the training data presented in Appendix B; 𝑉𝑟𝑒𝑓 and 𝐷𝑟𝑒𝑓 are the
alues of the reference velocity and temperature = 1 m∕s and 1 × 10−6

[21]; 𝑇𝑟𝑒𝑓 ,1 is the reference temperature = 748.15 𝐾, which is the
tube surface temperature of the baseline test; 𝑇𝑟𝑒𝑓 ,2 is the reference
temperature = 1054.15 𝐾, which is the flue gas temperature of the
baseline test.

3.1.3. Heat conduction in deposit layer
Deposit surface temperature affects both particle sticking and ero-

sion behaviour. Hence, mesh morphing is used in a conjugate heat
transfer. A solid zone, which is composed of deposit layer and the steel
tube, is created in the CFD computational domain. Heat conduction
in the deposit layer is directly resolved using the CFD solver. The
deposit layer is assumed to be porous with a constant porosity (𝜙) of
0.6 [6,34]. The liquid phase dependent porosity is not considered as the
deposit surface temperatures for most cases are below the deformation
temperature and hemispherical temperature of K2Si4O9 (710 and 852
◦C). In addition, a further analysis using the liquid phase dependent
porosity model presented by Richards et al. [34] indicates that the
difference in the predicted deposit formation rate between the constant
porosity and liquid phase dependent porosity is small. More details
can be found in Appendix F. The thermal conductivity of the deposit
layer, 𝑘𝑑𝑒𝑝 is predicted using the method proposed by Sugawara and
Yoshizawa [35]:

𝐹 = 2𝑛

(22 − 1)

(

1 − 1
(1 + 𝜙)𝑛

)

(6)

𝑑𝑒𝑝 = (1 − 𝐹 )𝑘𝑝 + 𝐹𝑘𝑔 (7)

here 𝑛 is the empirical parameter = 6.5, 𝑘𝑝 and 𝑘𝑔 are the thermal
onductivities of K2Si4O9 particles and air respectively, which are
unctions of temperature. More details of the material properties used
an be found in Appendix E.

.2. Ash deposit growth

Ash deposit growth changes the interface of solid zone and fluid
4

one, which is updated according to the local thickness growth of ash
eposition. The thickness growth on a grid face at a time step, 𝛿𝑓 , is
efined by:

𝑓 =
𝑅𝑑𝑒𝑝

𝜌𝑝(1 − 𝜙)
𝛥𝑡 (8)

where 𝛥𝑡 is the time step size. Due to the discrete nature of La-
grangian particle tracking method, the predicted 𝛿𝑓 maybe un-smoothly
distributed on the wall surface, especially when the particle count
tracked is not large enough. This can gradually lead to unphysical
ash deposit growth and it may even cause the crush of dynamic mesh
morphing [10]. Therefore, a smoothing method may be required to
re-distribute the local thickness growth. The multiple-point weighted
moving average algorithm is used to smooth the growth, which is
expressed by:

𝛿𝑓,𝑛𝑠 =
1

(

(𝑘𝑠+1)
2

) 𝛿𝑓,𝑛 +
(𝑘𝑠−1)∕2
∑

𝑖=1

𝑖
(

(𝑘𝑠+1)
2

)2

(

𝛿
𝑓,(𝑛− (𝑘𝑠+1)

2 +𝑖)
+ 𝛿

𝑓,(𝑛+ (𝑘𝑠+1)
2 −𝑖)

)

(9)

here 𝛿𝑓,𝑛𝑠 is the local thickness growth after smoothing, 𝑛 is the index
f local face; 𝑘𝑠, which is an odd, is the number of physically adjacent
aces used in the smoothing. In this study, 𝑘𝑠=5.3 In order to obtain
he physically adjacent faces for the smoothing method, an order list is
enerated to get the index list of the physical face connectivity and
ooping face connectivity of wall faces in the parallel Ansys Fluent
ased face-looping macro, as shown in Fig. 1.

After the thickness growth is smoothed, the node thickness growth,
𝑛𝑜𝑑𝑒,𝑛 is averaged by the two adjacent faces:

𝑛𝑜𝑑𝑒,𝑛 =
1
2
(𝛿𝑓,𝑛𝑠 + 𝛿𝑓,𝑛𝑖𝑠) (10)

here 𝑛 and 𝑛𝑖 are the index of a pair of faces connected to the 𝑛 node.
The coordinate update of the node is derived from the node thickness
growth, 𝛿𝑛𝑜𝑑𝑒,𝑛, and the unit mean normal direction vector of the pair
of faces, ⃖⃖⃖⃖⃖⃖⃗𝑓𝑛,𝑚:

⃖⃖⃖⃖⃖⃖⃗𝑓𝑛,𝑚 =
⃖⃖⃖⃗𝑓𝑛 + ⃖⃖⃖⃖⃗𝑓𝑛𝑖
|

⃖⃖⃖⃗𝑓𝑛 + ⃖⃖⃖⃖⃗𝑓𝑛𝑖 |
(11)

⃖⃖⃗𝑟′𝑛 = ⃖⃖⃗𝑟𝑛 + 𝛿𝑛𝑜𝑑𝑒,𝑛 ⃖⃖⃖⃖⃖⃖⃗𝑓𝑛,𝑚 (12)

here ⃖⃖⃗𝑟′𝑛 and ⃖⃖⃗𝑟𝑛 are the updated and original node coordinates respec-
ively.

Deposit growth after smoothing may be not mass-conservative.
herefore, a growth scaling factor, 𝐹𝑠𝑐𝑎𝑙𝑒, which is defined by the ratio
f the original growth area without smoothing (𝐴𝑡) to total growth area
fter smoothing (𝐴𝑡,𝑠), is used to scale the node growth in order to
chieve globally mass-conservative deposit growth:

𝐹𝑠𝑐𝑎𝑙𝑒 =
𝐴𝑡
𝐴𝑡,𝑠

(13)

𝛿𝑛𝑜𝑑𝑒,𝑛𝑠 = 𝐹𝑠𝑐𝑎𝑙𝑒𝛿𝑛𝑜𝑑𝑒,𝑛 (14)

where 𝛿𝑛𝑜𝑑𝑒,𝑛𝑠 is the node thickness growth after considering mass-
conservation and it is used to update node coordinates at the interface.
𝐴𝑡,𝑠 and 𝐴𝑡 are obtained by summing up the growth area of all the local
faces of the deposit tube. The growth area of a local face, = |𝐴𝑛|, is

3 Note: In this study, using 𝑘𝑠=5 can achieve stable dynamic mesh morphing
or all the 37 cases investigated. Either the multiple looping of the smoothing
rocess [10,11] or the process of sub-grouping grid faces and averaging the
rowth of these sub-grouped faces [13,14], which increases the smooth degree,
s not required in this study. When 𝑘𝑠=5, 𝛿𝑓,𝑛𝑠 = 3

9
𝛿𝑓,𝑛 +

1
9
(𝛿𝑓,𝑛−2 + 𝛿𝑓,𝑛+2) +

2 (𝛿 + 𝛿 ) according to Eq. (9).

9 𝑓,𝑛−1 𝑓,𝑛+1
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Fig. 1. An example of the looping face connectivity and physical face connectivity of the grid faces at the interface.
Fig. 2. The growth area of a local face composed of the four nodes, 𝑁𝑛, 𝑁𝑛+1, 𝑁 ′
𝑛+1

and 𝑁 ′
𝑛.

derived from the coordinates of the four nodes as shown in Fig. 2:

2𝐴𝑛 =
(

⃖⃖⃖⃖⃖⃖⃖⃖⃗𝑟𝑛[0] ⃖⃖⃖⃖⃖⃖⃖⃖⃖⃖⃖⃗𝑟𝑛+1[1] − ⃖⃖⃖⃖⃖⃖⃖⃖⃗𝑟𝑛[1] ⃖⃖⃖⃖⃖⃖⃖⃖⃖⃖⃖⃗𝑟𝑛+1[0]
)

+
(

⃖⃖⃖⃖⃖⃖⃖⃖⃖⃖⃖⃗𝑟𝑛+1[0] ⃖⃖⃖⃖⃖⃖⃖⃖⃖⃖⃖⃗𝑟′𝑛+1[1] − ⃖⃖⃖⃖⃖⃖⃖⃖⃖⃖⃖⃗𝑟𝑛+1[1] ⃖⃖⃖⃖⃖⃖⃖⃖⃖⃖⃖⃗𝑟′𝑛+1[0]
)

+
(

⃖⃖⃖⃖⃖⃖⃖⃖⃖⃖⃖⃗𝑟′𝑛+1[0]
⃖⃖⃖⃖⃖⃖⃖⃖⃗𝑟′𝑛[1] −

⃖⃖⃖⃖⃖⃖⃖⃖⃖⃖⃖⃗𝑟′𝑛+1[1]
⃖⃖⃖⃖⃖⃖⃖⃖⃗𝑟′𝑛[0]

)

+
(

⃖⃖⃖⃖⃖⃖⃖⃖⃗𝑟′𝑛[0]⃖⃖⃖⃖⃖⃖⃖⃖⃗𝑟𝑛[1] − ⃖⃖⃖⃖⃖⃖⃖⃖⃗𝑟′𝑛[1]⃖⃖⃖⃖⃖⃖⃖⃖⃗𝑟𝑛[0]
)

(15)

where 𝑛 and 𝑛 + 1 are the node index; the superscript symbol, ′,
represents the node after deposit growth as shown in Fig. 2; ⃖⃖⃖⃖⃖⃖⃗𝑟[0] and
⃖⃖⃖⃖⃖⃖⃗𝑟[1] are the 𝑥 and 𝑦 coordinates for a two dimensional case respectively.

3.3. Integration of ash deposition model into the CFD framework

The particle laden flow is modelled via Euler–Lagrange approach us-
ing Ansys Fluent 19.2. Mathematical submodels, such as the realizable
𝜅 − 𝜖 viscous model with enhanced wall treatment,4 Discrete Ordinate
model and Discrete Phase Model (DPM), are used for modelling the
aerodynamic flow, radiation heat transfer and particle trajectories. The
present CFD model focuses on the flow region around the deposition
tube being placed at the bottom of the reactor. The computational
domain is a 2D geometry with the clean steel tube of diameter 10 mm
placed in the central region. Fig. 3 shows a schematic diagram of the
computational domain and the meshing scheme around the deposition
tube. In this paper, all the 37 cases mentioned in Appendix B have been
investigated. The boundary conditions (including inlet temperature and
velocity, tube surface temperature, and ash mass flux) use the values
presented in Appendix B. The ash particles, which are based on a
Rosin–Rammler distribution of 0.844 spread number and 98.3 μm mean
diameter and 50 intervals, are assumed to be uniformly distributed
at the inlet and are injected at the 15 mm central region in order to
reduce the particle count required. The velocity and temperature of
ash particles at the inlet are assumed to equal to those of the flow. As
shown in Fig. 3, an unstructured mesh is used and the computational
domain is composed of solid zone and fluid zone. At the beginning of

4 Note: Realizable 𝜅 − 𝜖 viscous model is used due to its popularity and
accuracy. The effect of turbulence models (including standard 𝜅 − 𝜖 and SST
𝜅 -𝜔) is marginal for the cases investigated in this study.
5

ash deposition, the solid zone is the clean steel tube with a thickness
of 1 mm and the tube outer surface is the fluid–solid interface. Dur-
ing ash deposition, the solid zone is composed of the steel tube and
deposit layer and the deposit outer surface is the fluid–solid interface.
Quad meshes are generated at both sides of the interface in order to
accurately predict particle behaviours near the boundary and resolve
the heat conduction in the solid layer. The size of the quad meshes
around the interface at the fluid side is approximately 0.05 mm in
the direction normal to interface, which is suggested by [36] while a
smaller size is used at the solid side as this does not greatly increase
the cell count in the solid zone. Dynamic mesh morphing is achieved
using: (i) the spring based smoothing and remeshing methods in the
Ansys Fluent to update the fluid and solid zones; (ii) the user-defined-
function ‘DEFINE_GRID_MOTION’ to update the node coordinates at the
interface. In the smoothing method, the spring constant factor, which
is used to control the damping of node displacement, is 0.1. In the
remeshing method, the minimum and maximum cell size thresholds for
the solid zone, which are used to update local too large and small cells,
are 9×10−5 m and 2.2×10−4 m respectively, which are based on the
min and max cell size in the solid zone of the initial mesh. All other
settings in the smoothing and remeshing methods are set as default.
Fig. 4 shows a brief flow chart of the algorithm used to carry out the
quasi-transient calculation of the dynamic ash deposition process. In a
time step, flowfield in the fluid zone and heat conduction in the solid
zone are resolved. Particle tracking and particle sticking/erosion are
performed to predict ash deposition rate. The coordinates of the nodes
at the interface are then calculated. The mesh is dynamically updated at
the end of the time step. In the next time step, CFD calculation, particle
tracking, calculating deposit formation rate, interface/mesh updating
are continued based on the updated mesh in the previous time step.
The calculation ends when time reaches the deposition time for each
case.

A numerical independence study, which is needed to understand
the computational accuracy and time to be balanced, is carried out at
three levels: (i) the particle count, 𝑁𝑝, which is the number of particles
injected into the domain, (ii) the mesh, and (iii) the time step size,
𝛥𝑡. In this study, an approach is proposed to estimate 𝑁𝑝. In order to
consider the discrete nature in the Lagrangian particle tracking method,
𝑁𝑝 should be related to the particle impaction efficiency and the face
count of the fluid–solid interface and it may be expressed by:

𝑁𝑝 = 𝑁𝑖𝑛𝑡𝑣
𝐿𝑖𝑛𝑗

𝐿𝑝𝑟𝑜𝑗

1
𝐼𝐸𝑡

𝑁𝑓

𝐾𝐴
(16)

𝐼𝐸𝑡 =
𝐾𝐴𝐴𝑎𝑟𝑟𝑖𝑣𝑎𝑙,𝑚

𝐴𝑖𝑛𝑙𝑒𝑡
(17)

where 𝑁𝑖𝑛𝑡𝑣 is the interval of particle size distribution, = 50; 𝐿𝑖𝑛𝑗 is
the length of the injection location, = 15 mm; 𝐿𝑝𝑟𝑜𝑗 is the projected
length of the clean deposition tube, = 10 mm; 𝐼𝐸𝑡 is the mean impaction
efficiency of particles on the tube; 𝑁 is the number of grid face on the
𝑓
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Fig. 3. Schematic diagram of computational domain and meshing scheme around the deposition tube.
Fig. 4. The algorithm of the dynamic ash deposition model integrated with the CFD
framework.

tube, = 100; 𝐴𝑎𝑟𝑟𝑖𝑣𝑎𝑙,𝑚 is the mean mass flux of the arrival ash particles
at the clean tube surface; 𝐴𝑖𝑛𝑙𝑒𝑡 is the ash mass flux at the inlet; 𝐾𝐴 is the
deposition factor, = 2 as deposit formation only occurs at the windward
section of the tube.5 𝐼𝐸𝑓 , which is the particle impaction efficiency at
a grid face, is a important indicator of the severity of ash deposition
and sensitive to particle count and mesh. Therefore, it is used as the

5 Note: 𝐾𝐴 = 1 if deposition forms at both the windward and leeward
sections of tube.
6

parameter for comparing the results of independent studies of particle
count and mesh. The change in 𝐼𝐸𝑓 between cases is measured using
mean absolute difference (𝑀𝐴𝐷) of 𝐼𝐸𝑓 . 𝐼𝐸𝑓 and 𝑀𝐴𝐷 are defined
by:

𝐼𝐸𝑓 =
𝐴𝑎𝑟𝑟𝑖𝑣𝑎𝑙
𝐴𝑖𝑛𝑙𝑒𝑡

(18)

𝑀𝐴𝐷 =

( 𝑛
∑

𝑖=1

|

|

|

𝐼𝐸𝑓𝑖 ,𝑋 − 𝐼𝐸𝑓𝑖 ,𝑌
|

|

|

)

∕𝑛 (19)

where 𝐼𝐸𝑓𝑖 ,𝑋 is the impaction efficiency at the test setting (of Np or
mesh); 𝐼𝐸𝑓𝑖 ,𝑌 is the impaction efficiency at the finest setting (of Np or
mesh) conducted in the independence study.

The independence study was carried out for the baseline case on
a clean tube. Fig. 5 shows 𝐼𝐸𝑓 using five different particle counts. It
is observed that increasing particle count from 0.125𝑁𝑝 to 2𝑁𝑝 lead to
smoother profile of particle impaction efficiency and the 𝑀𝐴𝐷 reduces
from 3.0% to 0.6% with increasing the particle count from 0.125𝑁𝑝 to
𝑁𝑝. This indicates that the particle count estimated using the proposed
approach is suitable to estimate the particle count required for the cases
investigated. Fig. 6 shows 𝐼𝐸𝑓 using three different meshes, including
coarse mesh with 2×104 cells and 50 faces on the interface, medium
mesh with approximately 8×104 cells and 100 faces on the interface,
and fine mesh with approximately 33×104 cells and 200 faces on the
interface. The medium mesh yields results close to that of the fine mesh,
as shown in Fig. 6 and hence the medium mesh is used. The MAD is
0.8%. 𝛥𝑡, which is set to be small at the initial stage and large at the
later stage, is initially set to be 10 s in the first 3 min and 30 s in the
rest time. In the independence study, the smaller 𝛥𝑡 is set to be one
fourth of the values initially given. There is little difference in both the
deposit profile and total deposit mass. Therefore, the initial values of
𝛥𝑡 are used in the simulation.

4. Results and discussions

4.1. The baseline cases (𝑇𝑔=781 ◦C, 𝑇𝑡=475 ◦C, 𝑉𝑔 = 1 m∕s and
𝐹𝑝𝑎𝑟=20400 g∕(m2 h))

4.1.1. Heat transfer
Fig. 6 shows the temperature contour of the solid zone, heat flux and

temperature of the deposition surface for deposition time of 0, 15 and
60 min. As mentioned in the subsection of ash deposition model, heat
conduction in the solid zone (composed of deposit and metal tube) is
resolved based on the temperature dependent thermal conductivity of
deposits. Due to the increase in the thickness of deposit layer, which
has a relatively low thermal conductivity comparing with the steel
tube, the heat flux decreases with time at the deposit layer. As a
result, the deposit surface temperature increases. At the region without
deposit formation, both the heat flux and surface temperature remain
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Fig. 5. Independence study of the baseline test.
Fig. 6. Temperature contour of the solid zone, heat flux and temperature of the deposit surface for deposition time of 0, 15 and 60 min.
essentially unchanged. The heat flux at the position of 90◦ decreases
from 68 kW∕m2 to 46 and 16 kW∕m2 at the time of 15 and 60 min.
Correspondingly, the temperature at the same location increases by
124 and 248 ◦C and the overall heat transfer (integration of heat flux
over the tube surface) drops by 9.4% and 21.0% at the same times
respectively.

4.1.2. Overall sticking, erosion and deposition efficiency
Fig. 7 shows the predicted overall sticking efficiency (𝜂𝑠,𝑜), erosion

efficiency (𝜂𝑒,𝑜) and deposition efficiency (𝜂𝑑𝑒𝑝,𝑜) as a function of de-
position time.6 The sticking efficiency increases from approximately

6 Note: 𝜂𝑠,𝑜 is defined by the ratio of the sticking mass to the arrival mass
at a time step, =

∑𝑛
𝑖=1(𝑅𝑑𝑒𝑝𝐴𝑝,𝑖)

∑𝑛
𝑖=1(𝐴𝑎𝑟𝑟𝑖𝑣𝑎𝑙𝐴𝑝,𝑖) ; 𝜂𝑒,𝑜 is defined by the ratio of the erosion mass

to the arrival mass at a time step, =
∑𝑛

𝑖=1(𝐴𝑎𝑟𝑟𝑖𝑣𝑎𝑙 (1−𝜂𝑠)𝜂𝑒𝐴𝑝,𝑖)
∑𝑛

𝑖=1(𝐴𝑎𝑟𝑟𝑖𝑣𝑎𝑙𝐴𝑝,𝑖) ; 𝜂𝑑𝑒𝑝,𝑜 is defined by the
ratio of the deposition mass to the inject ash mass at the projected inlet from
the tube at a time step, =

∑𝑛
𝑖=1(𝑅𝑑𝑒𝑝𝐴𝑝,𝑖)
𝐹𝑝𝑎𝑟∗𝐿𝑝𝑟𝑜𝑗

; where, 𝐴𝑝,𝑖 is the area of a local face
grid of deposition probe.
7

9.4% to 11.2%, 12.4%, and 13.7% at the time of 15 min, 30 min and
60 min respectively. The erosion efficiency reduces from approximately
1.8% to 1.4%, 1.2% and 1.1% at the same time points respectively.
This indicates that the ratio of erosion mass to sticking mass changes
from 19.1% to 12.5%, 9.7% and 8.0%. Correspondingly, the overall
deposition efficiency increases from approximately 3.7% to 4.8%, 5.4%
and 5.9% at the three time points respectively. The increase rate in
the deposition rate, which is defined as the ratio of the change in the
overall deposition efficiency to deposition time, gradually decreases.
The increase rate in the first 15 min (0–15 min), = 7 × 10−4 /min,
is approximately twice of that in the second 15 min (15–30 min), =
3.9×10−4 /min, which is also approximately twice of that in the second
30 min (30–60 min), = 1.9 × 10−4 /min.

Fig. 8 shows the overall particle deposition efficiency as a function
of particle size under the three deposition times. The efficiency firstly
increases with particle size and then it reduces with particle size. This
trend is due to the effect of particle size on particle impaction efficiency
and net sticking efficiency. Increasing particle size increases particle
Stokes number, which enhances the potential of particle impaction.
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Fig. 7. The overall sticking efficiency, erosion efficiency and deposition efficiency as
a function of deposition time.

The potential of particle sticking reduces with particle size and particle
erosion increases with particles size. As a result, particle net sticking
efficiency reduces with particle size. Therefore, there is a maximum
deposition efficiency as shown in Fig. 8. Yang et al. [37] numerically
observed a similar relationship between the deposition efficiency and
particle size. Particle diameter at the maximum deposition efficiency
changed from 100 μm to 30 μm with increasing flue gas velocity from
0.36 m/s to 5 m/s. In this study, particle diameter of the maximum
deposition efficiency ranges from 50–70 μm at the flue gas velocity of
1 m/s, which is comparable to the previous study. It is also observed
that the particle deposition efficiency increases with deposition time.
The maximum deposition efficiency increases from approximately 40%
to 52% and 57% with the deposition time moving to 15 min and
60 min. This is because the increase in the deposit surface temper-
ature with deposition time as presented in Fig. 6. Interestingly, it is
observed that particle deposition efficiency is negative when particle
size approximately > 150–200 μm and the efficiency further reduces
o approximately [−7%, −11%] when particle size = 350 μm. This sug-

gests that the coarse particles contribute to reducing deposit formation.
However, only using particle sticking based deposition model cannot
capture this behaviour.

4.2. Influence of operation conditions on deposition

Fig. 9(a)7 shows the effect of flue gas temperature on ash depo-
sition. Deposit formation rate increases with the temperature. This is
explained by the effect of the temperature on particle sticking and
erosion behaviour. Increasing the temperature decreases the Young’s
modulus of the particles and deposit surface. This results in the increase
of particle sticking efficiency. Particle erosion also reduces with the
temperature according to Eq. (5) of the erosion model. The predic-
tion, ranging from approximately 90 to 1520 g∕(m2 h), adequately
matches with the measurement, ranging from approximately 210 to
1370 g∕(m2 h), with increasing the temperature from 589 ◦C to 968
C.

Fig. 9(b) shows the effect of tube surface temperature on ash depo-
ition. Experimental deposit formation rate is positively correlated with
ube surface temperature. This trend is also observed in the prediction
sing the CFD based deposition model. The predicted rate, ranging
rom 300 to 650 g∕(m2 h), is comparable to the measurement, ranging
rom 40 to 640 g∕(m2 h), with increasing the temperature from 300 to
50 ◦C. However, the prediction using the mechanistic model, which

7 Note: The results of the mechanistic model are from [19]. The results are
sed for comparing with those using the CFD based deposition model proposed
n this study in order to better understand the performance of each models.
8

Fig. 8. The overall particle deposition efficiency as a function of particle size for
deposition time of 0, 15 and 60 min.

resents a negative correlation between the deposition rate and tube
urface temperature, is opposite to the experimental trend. This is due
o that increasing tube surface temperature can reduce the temperature
radient around the deposition surface. This leads to the decrease in the
hermophoretic deposition predicted by the mechanistic model [19].
owever, the erosion model in the CFD cases predicts less erosion
ith increasing deposit surface temperature according to Eq. (5). This

eads to the increase in the CFD predicted deposit formation rate even
hough the CFD model also predicts a reduce in the deposit forma-
ion rate contributed by thermophoresis, which reduces from approxi-
ately 60 to 30 g∕(m2 h) with increasing the temperature from 300 to

550 ◦C.

Fig. 9(c) shows the effect of flue gas velocity on ash deposition.
Deposit formation rate reduces with increasing the velocity for both
flue gas temperatures of 781 ◦C and 968 ◦C. At the temperature of
781 ◦C, the prediction using the CFD based model, ranging from 860
to 10 g∕(m2 h), agrees well with the measurement, ranging from 720
to 50 g∕(m2 h), with increasing the velocity from 0.7 to 3.0 m/s.
However, the prediction using the mechanistic model, ranging from
580 to 250 g∕(m2 h), cannot accurately capture the significant reduce
in the experimental rate, ranging from 640 to 50 g∕(m2 h), with the
velocity increasing from 1 to 3.0 m/s. At the temperature of 968
◦C, both predictions from the two models cannot accurately capture
the relatively small reduce in the rate with increasing velocity from
1.0 to 3.0 m/s. The CFD based model under-predicts the rate by
approximately 300 to 400 g∕(m2 h) than the measurement at higher
velocities of 3.25 and 3.5 m/s. The temperature of 968 ◦C is in the
ranges of hemispherical temperature and flow temperature of K2Si4O9
(852 ◦C and 1142 ◦C [31]). This indicates that the ash particles may be
ighly melted. However, the sticking model used in both ash deposition
odels is based on the assumption of elastic–plastic particle collision,
hich may be less accurate at the condition when a particle is highly
elted. A more robust sticking model that can cover a larger temper-

ture range of K2Si4O9 particles is required, which is considered to be
a future work. It is noticed that the prediction using the mechanistic
model drops slower than the CFD based prediction at both flue gas
temperatures. This may be because that the thermophoretic deposition
is empirically estimated from the thermophoretic velocity in the mech-
anistic model. However, in the CFD based model, the thermophoretic
deposition is directly resolved by adding the thermophoretic force
into particle motion equations. This may result in a higher decrease
in the deposition rate with increasing the velocity in the CFD based
model.

Fig. 9(d) shows the effect of ash flux on ash deposition. The pre-
dicted deposition rate using both models increases with ash flux and
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Fig. 9. The effect of operation conditions on deposition: (a) flue gas temperature; (b) tube surface temperature; (c) flue gas velocity; (d) fly ash flux; (e) deposition time.
t

this observation is consistent with the measurement. However, the
deviations between the prediction and the measurement gradually
increase from approximately 40 to 400 g∕(m2 h) with increasing ash
lux from 10 200 to 40 800 g∕(m2 h). This may be due to the enhanced

contribution of deposit surface on deposition with an increased ash
flux. Fig. 9(e) shows the effect of deposition time on deposit formation
rate. The measured rate increases from approximately 300 to 900
g∕(m2 h) within the first half hour and then keep essentially unchanged
in the second half hour. Although the two models predict the increase
in the rate with increasing time, the predicted rate only increases
from approximately 500 to 600 g∕(m2 h) with increasing time from
.5 to 30 min and the predicted rate is approximately 300 g∕(m2 h)
maller than the measurements at 30 min. This highlights the important
ontribution of deposit surface to the deposit formation. The deviation
uggests the ash deposition models may underestimate the contribution
f the deposit surface, compared with the measurement. In both the
echanistic and CFD based models, the contribution of deposit layer is

onsidered through using the effective Young’s modulus, 𝐸⋆, which is
ased on the Young’s modulus of impaction particles (𝐸𝑝) and deposit
urface (𝐸𝑠𝑢𝑟𝑓 ) according to Eq. (D.3). Similar consideration of the
ffective Young’s modulus is also observed in the Refs. [20,32,38].
t the initial stage of deposition, deposit surface temperature is much
maller than particle temperature. Correspondingly, 𝐸𝑝 is much smaller
han 𝐸𝑠𝑢𝑟𝑓 as indicated by 𝐸𝑝

𝐸𝑠𝑢𝑟𝑓
= 𝑒(−1.155×10

−2(𝑇𝑝−𝑇𝑠𝑢𝑟𝑓 )) (≈0.03 if 𝑇𝑝=781
◦C and 𝑇𝑠𝑢𝑟𝑓=475 ◦C) from Eq. (2) and therefore 𝐸⋆ is mainly dictated
by 𝐸𝑝 from Eq. (D.3). This leads to the relatively smaller contribution
of deposit layer on deposition than the experimental observation.
9
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4.3. Remarks on particle erosion

In this paper, the empirical particle erosion model proposed by
Libertowski et al. [21] is implemented and extended for considering
different flue gas temperatures and tube surface temperatures. Com-
paring with the experimental results in the deposit formation rate, the
ash deposition model considering particle erosion is able to perform
well. This is also observed in the performance of the ash deposition
models taking into account particle erosion developed by other pre-
vious studies [15–18]. Considering particle erosion is attractive for
predicting ash deposition as coarse particles are able to reduce the
deposition formation from fine-medium particles as shown in Fig. 8.
This is important to understand the mechanisms of using additives
with high melting points to control ash deposit formation. Fig. 10
shows the predicted erosion rate8 is essentially negatively correlated
with the experimental deposit formation rate for the 37 deposition
cases investigated. This should be reasonable as a deposition test at
the condition with a high flue gas velocity and low temperature often
presents a low deposition rate and a high erosion rate. The predicted
erosion rate is higher at the lower measured deposition rate (<100
g∕(m2 h)), as shown by the blue triangle points in Fig. 10. At the region
of higher experimental deposition rate (>800 g∕(m2 h)), the predicted
erosion rate is well below 100 g∕(m2 h). However, it should be noticed

8 Note: Erosion rate is defined as the accumulation of mass flux according
o the erosion term in Eq. (1) over the deposition time. Deposit formation rate
s based on particle sticking and erosion behaviours.
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Fig. 10. The predicted erosion rate as a function of the experimental deposit formation
rate for all the 37 deposition cases. (For interpretation of the references to colour in
this figure legend, the reader is referred to the web version of this article.)

that the erosion model is validated against the overall experimental
deposition observations. Further ash deposition tests, which are able
to separate erosion behaviour from sticking behaviour, are needed
to improve the prediction and understanding of the contribution of
particle erosion in ash deposition.

5. Conclusions

1. A dynamic CFD based ash deposition model with conjugate
heat transfer is developed for the modelling of ash deposition
of a model biomass fly ash species (K2Si4O9) in a lab-scale
entrained flow reactor under multiple operation conditions. A
globally mass-conserving smooth method is proposed through a
multiple-point weighted moving average algorithm and a growth
scaling factor. A new method to estimate particle count for
Lagrangian particle tracking is also proposed, which is based
on particle impaction efficiency and face count of the tube
surface. By using the proposed smooth method with the setting
of five point and the estimated particle count, a stable dy-
namic mesh morphing can be achieved for all the 37 deposition
cases investigated without either looping the smooth process or
sub-grouping/averaging the thickness growth.

2. An expression of Young’s modulus of K2Si4O9 particles and de-
posits versus temperature has been developed for the two body
collision model in order to predict particle sticking efficiency
at the conditions of varied temperatures. The empirical erosion
model is also extended for considering particle temperature
and deposit surface temperature. The prediction results using
the proposed ash deposition model agrees reasonably with the
experimental observation of the effects of flue gas temperature,
tube surface temperature, flue gas velocity, fly ash flux and
deposition time on deposit formation. 𝑅2 of the predicted and
measured deposit formation rates is approximately 0.68. How-
ever, it is still noticed that there are as much as 200–300 g∕(m2 h)
over-predictions of the deposit formation rate for the cases at the
relatively low tube surface temperature and at the beginning of
ash deposition. This may be due to the underestimation of the
contribution of deposited surface to deposition.

3. The predicted erosion rate is observed to be correlated nega-
tively with the experimental deposition rate. Taking into account
particle erosion is attractive as the model can consider the
contribution of coarse particle to reduce the deposit formation
from smaller particles.
10
Fig. A.11. Schematic diagram of the EFR.
Source: Modified from [19].
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Appendix A. Schematic diagram of the EFR

See Fig. A.11.

Appendix B. Operation conditions

See Table B.1.

Appendix C. Particle size distribution

See Fig. C.12.
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Table B.1
Operating conditions of the tests: the symbol next to test number, ⋆, represents the test case used as the
training data.

No. 𝑇g, ◦C 𝑇t , ◦C 𝑉g ,m∕s Td𝑒𝑝, min Fpar , g∕(m2 h)

1⋆ 589 475 1.0 15 2.04×104
2 652 475 1.0 15 2.04×104
3 713 475 1.0 15 2.04×104
4⋆ 781 475 1.0 15 2.04×104
5 847 475 1.0 15 2.04×104
6 904 475 1.0 15 2.04×104
7 956 475 1.0 15 2.04×104
8⋆ 968 475 1.0 15 2.04×104
9⋆ 781 300 1.0 15 2.04×104
10 781 350 1.0 15 2.04×104
11 781 400 1.0 15 2.04×104
12 781 450 1.0 15 2.04×104
13 781 500 1.0 15 2.04×104
14⋆ 781 550 1.0 15 2.04×104
15⋆ 781 475 0.7 15 2.04×104
16 781 475 0.8 15 2.04×104
17 781 475 1.2 15 2.04×104
18 781 475 1.4 15 2.04×104
19 781 475 1.6 15 2.04×104
20 781 475 1.8 15 2.04×104
21 781 475 2.0 15 2.04×104
22 781 475 2.2 15 2.04×104
23 781 475 2.4 15 2.04×104
24 781 475 2.6 15 2.04×104
25 781 475 2.8 15 2.04×104
26⋆ 781 475 3.0 15 2.04×104
27 968 475 2.0 15 2.04×104
28 968 475 2.5 15 2.04×104
29 968 475 3 15 2.04×104
30 968 475 3.25 15 2.04×104
31⋆ 968 475 3.5 15 2.04×104
32 781 475 1.0 7.5 2.04×104
33 781 475 1.0 30 2.04×104
34 781 475 1.0 60 2.04×104
35 781 475 1.0 15 1.02×104
36 781 475 1.0 15 3.06×104
37 781 475 1.0 15 4.08×104
Fig. C.12. Particle size distribution of K2Si4O9 used in the tests.

Appendix D. Sticking efficiency

There are four steps to implement the two body collision based
sticking model: (i) Step 1: calculate the critical particle impaction angle,
𝜃𝑐𝑟; (ii) Step 2: calculate the critical normal impaction velocity, 𝑉𝑐𝑟; (iii)
Step 3: energy conservation analysis; and (iv) Step 4: calculate sticking
efficiency and particle rebound velocities.

Step 1→ 𝜃𝑐𝑟:

𝜃𝑐𝑟 =
𝑓

√

√

2(2 − 𝜈) (D.1)
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32𝛽3 (1 − 𝜈)
where 𝑓 is the friction coefficient; 𝛽 is the fraction of contact radius; 𝜈
is Poisson’s ratio.

Step 2→ 𝑉𝑐𝑟:

𝑉𝑐𝑟 = 𝜋2

2
√

10𝜌𝑝

(1.59𝑌 )5∕2

𝐸⋆2

(

𝑟0
1 + 𝑟0

)(3∕2)
√

1 + 𝐶𝑚
𝐶𝑚

(D.2)

1
𝐸⋆ = 1 − 𝜈2

𝐸𝑝
+ 1 − 𝜈2

𝐸𝑠𝑢𝑟𝑓
(D.3)

where 𝜌𝑝 is the particle density, 𝑌 is the uniaxial yield stress of
particles, 𝑟0 is the radius ratio, 𝐶𝑚 is the mass ratio; 𝐸𝑝 is the Young’s
modulus of particles. 𝐸𝑠𝑢𝑟𝑓 is the Young’s modulus of deposit and steel,
respectively. If the Young’s modulus of deposit is used, the sticking effi-
ciency predicted is 𝜂𝑠,𝑑𝑒𝑝 presented in Eq. (4); if the Young’s modulus of
steel (𝐸𝑠𝑡𝑒𝑒𝑙) is used, the sticking efficiency predicted is 𝜂𝑠,𝑠𝑡𝑒𝑒𝑙 presented
in Eq. (4). The Young’s modulus of particles and deposit is predicted
using Eq. (2). The Young’s modulus of steel is estimated by [39]:

𝐸𝑠𝑡𝑒𝑒𝑙 = (−0.072𝑇 + 220.47) × 109 (D.4)

Step 3.1→ elastic impact when 𝜃𝐼 < 𝜃𝑐𝑟 and 𝑉𝑖𝑛 <= 𝑉𝑐𝑟:

𝑅⋆ = 1
2
𝐷𝑝

𝑟0
(1 + 𝑟0)

(D.5)

𝑅𝑐 = 𝑅⋆ (D.6)
𝑄𝑝 = 0 (D.7)

𝛥𝑄 = 7.09

(

𝑅4
𝑐𝑊

5
𝐴

⋆2

)1∕3

(D.8)

𝐸
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o

𝑉

where 𝑉𝑖𝑛 is the particle impact velocity normal to local tube surface,
𝐷𝑝 is the particle diameter, 𝑚𝑝 is the particle mass, and 𝑊𝐴 is the work
f adhesion.

Step 3.2→ elastic–plastic impact when 𝜃𝐼 < 𝜃𝑐𝑟 and 𝑉𝑖𝑛 > 𝑉𝑐𝑟:

𝑚⋆ = 𝑚𝑝
𝐶𝑚

1 + 𝐶𝑚
(D.9)

ℎ𝑒𝑙 =
( 2
3
𝜋
)2 𝑅⋆

(4∕3𝐸⋆)2
(1.59𝑌 )2 (D.10)

𝑄𝑒𝑙 = 2
5

( 2
3
𝜋
)5 𝑅⋆3

(4∕3𝐸⋆)4
(1.59𝑌 )5 (D.11)

𝑄𝑘 = 1
2
𝑚⋆𝑉 2

𝑖𝑛 (D.12)

𝑟𝑒𝑙 = 𝜋𝑅⋆

2𝐸⋆ (1.59𝑌 ) (D.13)

𝐾𝑎 = 1
4𝜋𝑅⋆(1.59𝑌 )

(D.14)

𝐾𝑏 = 1
2
ℎ𝑒𝑙 −𝑊𝐴∕(1.59𝑌 ) (D.15)

𝐾𝑐 = 𝑄𝑒𝑙 −𝑄𝑘 − 𝜋𝑊𝐴𝑟
2
𝑒𝑙 (D.16)

𝛥𝐹 =
(−𝐾𝑏 +

√

𝐾2
𝑏 − 4𝐾𝑎𝐾𝑐 )

2𝐾𝑎
(D.17)

𝑄𝑝 = 𝛥𝐹 2

4𝜋𝑅⋆(1.59𝑌 )
(D.18)

𝑟𝑡 =
√

𝑟2𝑒𝑙 +
𝛥𝐹

𝜋(1.59𝑌 )
(D.19)

𝐹𝑒𝑙 =
( 2
3
𝜋
)3 𝑅⋆2

(4∕3𝐸⋆)2
(1.59𝑌 )3 (D.20)

𝐹 = 𝛥𝐹 + 𝐹𝑒𝑙 (D.21)

𝑅𝑐 =
3∕4𝐸⋆𝑟3𝑡

𝐹
(D.22)

𝛥𝑄 = 7.09

(

𝑅4
𝑐𝑊

5
𝐴

𝐸⋆2

)1∕3

(D.23)

Step 3.3→ 𝐸𝑥⋆𝐸 :

𝐸𝑥⋆𝐸 = 1 −
𝑄𝑝 + 𝛥𝑄
1
2𝑚

⋆𝑉 2
𝑖𝑛

(D.24)

Step 4.1→ 𝜂𝑠, 𝑉𝑟𝑛, and 𝑉𝑟𝑡 for 𝜃𝐼 < 𝜃𝑐𝑟 and 𝐸𝑥⋆𝐸 ≤ 0:

𝜂𝑠 = 1 (D.25)

𝑉𝑟𝑛 = 0 (D.26)

𝑉𝑟𝑡 = 0 (D.27)

Step 4.2→ 𝜂𝑠, 𝑉𝑟𝑛, and 𝑉𝑟𝑡 for 𝜃𝐼 < 𝜃𝑐𝑟 and 𝐸𝑥⋆𝐸 > 0:

𝜂𝑠 = 0 (D.28)

𝑐𝑜𝑟𝑟 =
√

𝐸𝑥⋆𝐸 (D.29)

𝑉𝑟𝑛 = 𝑐𝑜𝑟𝑟𝑉𝑖𝑛 (D.30)

𝑐𝑟𝑟 = 𝑓 − 2 tan 𝜃𝐼 (D.31)
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7 (1 + 𝑐𝑜𝑟𝑟)
Table D.2
Parameters used in the model.
Parameters Values

Friction coefficient, 𝑓 0.7
Poisson’s ratio, 𝜈 0.3
Uniaxial yield stress of particles, 𝑌 , Pa 4.1×108
Radius ratio, 𝑟0 1
Mass ratio, 𝐶𝑚 2
The work of adhesion, 𝑊𝐴, J∕m2 0.3
Fraction of contact radius, 𝛽 0.128
Constant, 𝑏1 1.1918
Constant, 𝑏2 1

𝑉𝑟𝑡 =

⎧

⎪

⎨

⎪

⎩

𝑉𝑖𝑡
(

1 − 2
7

𝐶𝑚
1+𝐶𝑚

)

𝑐𝑟𝑟 > 0

𝑉𝑖𝑡
(

1 − 𝑓 (1+𝑐𝑜𝑟𝑟)
tan 𝜃𝐼

𝐶𝑚
1+𝐶𝑚

)

𝑐𝑟𝑟 ≤ 0
(D.32)

Step 4.3→ 𝜂𝑠, 𝑉𝑟𝑛, and 𝑉𝑟𝑡 for 𝜃𝐼 ≥ 𝜃𝑐𝑟:

𝜂𝑠 = 0 (D.33)

𝑉𝑟 =
√

𝑉 2
𝐼

(

1 − 𝑏1(
1
2
𝜋 − 𝜃𝐼 )

)

(D.34)

𝑟𝑛 = 𝑉𝑖𝑛 max(0.75, 𝑏2𝜃𝐼 − 1.2) (D.35)

𝑉𝑟𝑡 =
√

𝑉 2
𝑟 − 𝑉 2

𝑟𝑛 (D.36)

where 𝑏1 and 𝑏2 are empirical constants.
Table D.2 lists the values of the parameters used in the model. The

values of 𝑓 , 𝜈, 𝑌 , 𝑟0, 𝐶𝑚, 𝑊𝐴 are from van Beek [20]; the value of 𝛽
is estimated from Zheng et al. [18]; the values of 𝑏1 and 𝑏2 are from
Zheng et al. [18].

Appendix E. Properties of K𝟐Si𝟒O𝟗 particle, air and steel

See Table E.3.

Appendix F. Further analysis using liquid phase dependent poros-
ity model

The deposit surface temperatures of cases (6,7,8,27,28, and 34) are
above the deformation temperature. This only happens at the later stage
of deposition time even though the temperatures are still well below the
hemispherical temperature. In order to clarify the uncertainty of using
constant porosity for these six cases, further calculations are carried out
through adding the liquid phase dependent porosity model presented
by Richards et al. [34] into the dynamic ash deposition model. In
addition, due to the limited data of the melting behaviour (ash liquid
volume fraction) as a function of temperature for K2Si4O9, it is assumed
that: the liquid volume fraction is linearly dependent with temperature;
the volume fraction equals to zero at the deformation temperature and
it increases to unity at the hemispherical temperature. Therefore, the
porosity is predicted by:

𝜙 = 1 −
(

(1 − 𝜙0) +
𝑅𝑚𝑒𝑙𝑡

1 − 𝑅𝑚𝑒𝑙𝑡
(1 − 𝜙0)

)

(F.1)

𝑅𝑚𝑒𝑙𝑡 = 0.00704𝑇 − 6.92 (F.2)

where, 𝜙0 is the initial porosity, =0.6; 𝑅𝑚𝑒𝑙𝑡 is the liquid volume
fraction; 𝑇 is temperature. The predicted deposition formation rates
using constant porosity and 𝑅𝑚𝑒𝑙𝑡 dependent porosity are presented in
Table F.4. It is seen that the predicted deposit formation rate using 𝑅𝑚𝑒𝑙𝑡
dependent porosity is slightly smaller than that using constant porosity.
This is because the reduced porosity at the later stage of deposition
time increases the thermal conductivity of deposit. The difference in
the predicted deposit formation rate between constant porosity and
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Table E.3
Properties of K2Si4O9 particle, air and steel.
Material Parameters Values/correlations Source

Particle

Density, 𝜌𝑝, kg∕m3 2400 [40]
Heat capacity, 𝑐𝑝, J∕(kgK) 450.6 − 0.1161𝑇 − 1.67 × 107𝑇 −2 [41]
Heat conductivity, 𝑘𝑝, W∕(mK) 0.0015𝑇 1.1 [42]
Emissivity, 𝜉𝑝 0.3 log10 (𝐷𝑝 × 106) + 0.16 [43]

Air Heat conductivity, 𝑘𝑔 , W∕(mK) 0.03994
(

𝑇
500

)0.77
[44]

Steel Heat conductivity, 𝑘𝑠𝑡𝑒𝑒𝑙 , W∕(mK) 21.5 [45]
Table F.4
Predicted deposit formation rate (g∕(m2 h)) using constant porosity and 𝑅𝑚𝑒𝑙𝑡 dependent
porosity.

Case 6 Case 7 Case 8 Case 27 Case 28 Case 34

Constant porosity 1135.4 1443.2 1519.2 753.6 524.7 675.7
Non-constant porosity 1131.5 1425.6 1488.4 749.5 522.7 675.3

𝑅𝑚𝑒𝑙𝑡 dependent porosity is within approximately 2%. Therefore, the
assumption in constant porosity should be acceptable in this study.
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